Differential Evolution with Dynamic Strategy and Parameter Selection by Detecting Landscape Modality
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Abstract—Differential Evolution (DE) is an evolutionary algorithm. DE has been successfully applied to optimization problems including non-linear, non-differentiable, non-convex and multimodal functions. There are several mutation strategies such as the best and the rand strategy in DE. It is known that the best strategy is suitable for unimodal problems and the rand strategy is suitable for multimodal problems. However, the landscape of a problem to be optimized is often unknown and the landscape is changing dynamically while the search process proceeds. In this study, we propose a new and simple method that detects the modality of landscape being searched: unimodal or not unimodal. In the method, some points on the line connecting the centroid of search points and the best search point are sampled. When the objective values of the sampled points are changed decreasingly and then increasingly, it is thought that one valley exists. If there exists only one valley, the landscape is unimodal and a greedy strategy like the best strategy is adopted. Otherwise, the rand strategy is adopted. Also, the sampled points realize global search in the region spanned by all search points and realize local search near the best search point. The effect of the proposed method is shown by solving some benchmark problems.
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I. INTRODUCTION

Optimization problems, especially nonlinear optimization problems, are very important and frequently appear in the real world. There exist many studies on solving optimization problems using evolutionary algorithms (EAs). Differential evolution (DE) is an EA by Storn and Price [1]. DE has been successfully applied to optimization problems including non-linear, non-differentiable, non-convex and multimodal functions [2]–[4]. It has been shown that DE is a very fast and robust algorithm.

There are several mutation strategies such as the best strategy and the rand strategy in DE. It is known that the best strategy can solve unimodal problems efficiently but the strategy cannot solve multimodal problems stably and the search by the strategy is sometimes trapped at a local optimal solution. On the contrary, it is known that the rand strategy can solve multimodal problems stably but the strategy cannot solve unimodal problems efficiently. However, the landscape of a problem to be optimized is often unknown and the landscape is changing dynamically while the search process proceeds. Thus, it is difficult to select a proper strategy.

In this study, we propose a new and simple method that detects the modality of landscape being searched: unimodal or not unimodal. In the method, some points on the line connecting the centroid of search points and the best search point are sampled. When the objective values of the sampled points are changed decreasingly and then increasingly, it is thought that one valley exists. If there exists only one valley, the landscape is unimodal and a greedy strategy is adopted. In the strategy, a base vector is selected from among top-ranked search points. Thus, it is expected that the strategy improves the efficiency of the search. If the number of valley is not one, the rand strategy is adopted. In the strategy, a base vector is selected randomly from whole search points. Thus, it is expected that the strategy improves the divergence of the search and prevents premature convergence. Also, the sampled points realize global search in the region spanned by all search points and realize local search near the best search point. The effect of the proposed method is shown by solving 13 benchmark problems including unimodal problems and multimodal problems.

In Section II, optimization problems and DE are explained. Related works are briefly reviewed in Section III. DE with detecting landscape modality is proposed in Section IV. In Section V, experimental results on some problems are shown. Finally, conclusions are described in Section VI.

II. OPTIMIZATION BY DIFFERENTIAL EVOLUTION

A. Optimization Problems

In this study, the following optimization problem with lower bound and upper bound constraints will be discussed.

\[ \begin{align*} 
\text{minimize} & \quad f(\mathbf{x}) \\
\text{subject to} & \quad l_i \leq x_i \leq u_i, \quad i = 1, \ldots, D, 
\end{align*} \tag{1} \]

where \( \mathbf{x} = (x_1, x_2, \ldots, x_D) \) is an \( D \) dimensional vector and \( f(\mathbf{x}) \) is an objective function. The function \( f \) is a nonlinear real-valued function. Values \( l_i \) and \( u_i \) are the lower bound and the upper bound of \( x_i \), respectively. Let the search space in which every point satisfies the lower and upper bound constraints be denoted by \( S \).
B. Differential Evolution

DE is a stochastic direct search method using a population or multiple search points.

In DE, initial individuals are randomly generated within given search space and form an initial population. Each individual contains \( D \) genes as decision variables. At each generation or iteration, all individuals are selected as parents. Each parent is processed as follows: The mutation operation begins by choosing several individuals from the population except for the parent in the processing. The first individual is a base vector. All subsequent individuals are paired to create difference vectors. The difference vectors are scaled by a scaling factor \( F \) and added to the base vector. The resulting vector, or a mutant vector, is then recombined with the parent. The probability of recombination at an element is controlled by a crossover rate \( CR \). This crossover operation produces a trial vector. Finally, for survivor selection, the trial vector is accepted for the next generation if the trial vector is better than the parent.

There are some variants of DE that have been proposed. The variants are classified using the notation \( DE/base\)num\cross\ such as \( DE/rand/1/bin \) and \( DE/rand/1/exp \).

“\( \text{base} \)” specifies a way of selecting an individual that will form the base vector. For example, \( DE/rand \) selects an individual for the base vector at random from the population. \( DE/best \) selects the best individual in the population.

“\( \text{num} \)” specifies the number of difference vectors used to perturb the base vector. In case of \( DE/rand/1 \), for example, for each parent \( x^i \), three individuals \( x^{p1} \), \( x^{p2} \) and \( x^{p3} \) are chosen randomly from the population without overlapping \( x^i \) and each other. A new vector, or a mutant vector \( x' \) is generated by the base vector \( x^{p1} \) and the difference vector \( x^{p2} - x^{p3} \), where \( F \) is the scaling factor.

\[
x' = x^{p1} + F(x^{p2} - x^{p3}) \tag{2}
\]

“\( \text{cross} \)” specifies the type of crossover that is used to create a child. For example, ‘bin’ indicates that the crossover is controlled by the binomial crossover using a constant crossover rate, and ‘exp’ indicates that the crossover is controlled by a kind of two-point crossover using exponentially decreasing the crossover rate. Fig. 1 shows the binomial and exponential crossover. A new child \( x^{\text{child}} \) is generated from the parent \( x^i \) and the mutant vector \( x' \), where \( CR \) is a crossover rate.

C. The Algorithm of Differential Evolution

The algorithm of DE is as follows:

Step1 Initialization of a population. Initial \( N \) individuals \( P = \{x^i, i = 1, 2, \cdots, N\} \) are generated randomly in search space and form an initial population.

Step2 Termination condition. If the number of function evaluations exceeds the maximum number of evaluation \( FE_{\text{max}} \), the algorithm is terminated.

Step3 DE operations. Each individual \( x^i \) is selected as a parent. If all individuals are selected, go to Step4. A mutant vector \( x' \) is generated according to Eq. (2).

A trial vector (child) is generated from the parent \( x^i \) and the mutant vector \( x' \) using a crossover operation shown in Fig. 1. If the child is better than or equal to the parent, or the DE operation is succeeded, the child survives. Otherwise the parent survives. Go back to Step3 and the next individual is selected as a parent.

Step4 Survivor selection (generation change). The population is organized by the survivors. Go back to Step2.

Fig. 2 shows a pseudo-code of \( DE/rand/1 \).

III. RELATED WORKS

The performance of DE is affected by control parameters such as the scaling factor \( F \), the crossover rate \( CR \) and the population size \( N \), and by mutation strategies such as the rand strategy and the best strategy. Many researchers have been
studying on controlling the parameters and the strategies. The methods of the control can be classified into some categories as follows:

1. Selection-based control: Strategies and parameter values are selected regardless of current search state. CoDE(composite DE) [5] generates three trial vectors using three strategies with randomly selected parameter values from parameter candidate sets and the best trial vector will head to the survivor selection.

2. Observation-based control: The current search state is observed, proper parameter values are inferred according to the observation, and parameters and/or strategies are dynamically controlled. FADE(Fuzzy Adaptive DE) [6] observes the movement of search points and the change of function values between successive generations, and controls F and CR. DESFC(DE with Speciation and Fuzzy Clustering) [7] adopts fuzzy clustering, observes partition entropy of search points, and controls CR and the mutation strategies between the rand and the species-best strategy.

3. Success-based control: It is recognized as a success case when a better search point than the parent is generated. The parameters and/or strategies are adjusted so that the values in the success cases are frequently used. It is thought that the success and big success will be missed. Thus, search process would be trapped at a local optimal solution.

In problems with ridge landscape or multimodal landscape, where good search points exist in small region, parameters are tuned for small points exist in small region, parameters are tuned for small points. F values are shown by the function of F, and the best trial vector will head to the survivor selection.

IV. DIFFERENTIAL EVOLUTION WITH DETECTING LANDSCAPE MODALITY

In this study, whether the search points are in unimodal landscape or not is detected using the current search points \( P = \{ \mathbf{x}_i | i = 1, 2, \ldots, N \} \). The objective values are examined along the following line, which connects the centroid of search points \( \mathbf{x}^g \) and the best search point \( \mathbf{x}^b \).

\[
\mathbf{x} = \mathbf{x}^g + \lambda (\mathbf{x}^b - \mathbf{x}^g) \tag{3}
\]

\[
\mathbf{x}^g = \frac{1}{N} \sum_{i=1}^{N} \mathbf{x}^i \tag{4}
\]

\[
\mathbf{x}^b = \arg \min_i f(\mathbf{x}^i) \tag{5}
\]

where \( \lambda \) is a parameter for deciding the position of a point on the line. The range of the search points \([\mathbf{x}_{j}^{\min}, \mathbf{x}_{j}^{\max}]\) can be given as follows:

\[
\mathbf{x}_{j}^{\min} = \min_i \mathbf{x}_{j}^i \tag{6}
\]

\[
\mathbf{x}_{j}^{\max} = \max_i \mathbf{x}_{j}^i \tag{7}
\]

The range of the \( \lambda \), \([\lambda_{j}^{\min}, \lambda_{j}^{\max}]\) satisfies the following condition:

\[
x_{j}^{\min} \leq \mathbf{x}_{j}^{g} + \lambda (\mathbf{x}_{j}^{b} - \mathbf{x}_{j}^{g}) \leq \mathbf{x}_{j}^{\max} \tag{8}
\]

Thus, if \((\mathbf{x}_{j}^{b} - \mathbf{x}_{j}^{g})\) is positive, the range of the \( \lambda \) is given by:

\[
\lambda_{j}^{\min} = \max_\mathbf{x} \frac{x_{j}^{\min} - \mathbf{x}_{j}^{g}}{\mathbf{x}_{j}^{b} - \mathbf{x}_{j}^{g}} \tag{9}
\]

\[
\lambda_{j}^{\max} = \min_\mathbf{x} \frac{x_{j}^{\max} - \mathbf{x}_{j}^{g}}{\mathbf{x}_{j}^{b} - \mathbf{x}_{j}^{g}} \tag{10}
\]

If \((\mathbf{x}_{j}^{b} - \mathbf{x}_{j}^{g})\) is negative, \( x_{j}^{\min} \) and \( x_{j}^{\max} \) in the equations are exchanged.

In order to decide \( M \) sampling points \( \{\mathbf{x}_k | k = 1, 2, \cdots, M\} \), \( \lambda_k \) is given as follows:

\[
\lambda_k = \lambda_{\min} + \frac{\lambda_{\max} - \lambda_{\min}}{M-1} (k-1) \tag{11}
\]

\[
\mathbf{x}_k = \mathbf{x}^g + \lambda_k (\mathbf{x}^b - \mathbf{x}^g) \tag{12}
\]

Figure 3 shows an example of the sampling, where search points are shown by black circles, the centroid is shown by a white circle, sampling points are shown by triangles in case of \( M = 6 \).

In the sequence \( \{ f(\mathbf{x}_k) | k = 1, 2, \cdots, M \} \), hill-valley relation is examined. For each point, the function \( \text{dir} \) is introduced in order to judge whether the change is increasing or decreasing:

\[
\text{dir}(\mathbf{x}_k) = \begin{cases} 
1 & (f(\mathbf{x}_{k+1}) > f(\mathbf{x}_k)) \\
-1 & (f(\mathbf{x}_{k+1}) < f(\mathbf{x}_k)) \\
\text{dir}(\mathbf{x}_{k-1}) & \text{(otherwise)}
\end{cases} \tag{13}
\]

If the value of \( \text{dir} \) changed from -1 to 1 only once, it is thought that one valley exists and the landscape is unimodal. Otherwise, the landscape is not unimodal. Figure 4 shows an example of detecting unimodal landscape, where the objective values are shown by the function of \( \lambda \).
If the best value of \( f(x_k) \) is better than \( f(x^b) \), \( x^b \) is replaced by the \( x_k \).

\[
x^b = \begin{cases} 
\arg \min_k f(x_k) & \text{(min_k } f(x_k) < f(x^b)) \\
\text{(otherwise)}
\end{cases}
\] (14)

It is thought that the sampling performs global search in the region spanned by all search points and also perform local search near the best search point.

### B. Algorithm of LMDE

Fig. 5 shows the pseudo-code of LMDE. Some modifications to standard DE are applied for proposed method:

1) Dynamic strategy selection and parameter selection are performed according to landscape modality. If current landscape is unimodal, a greedy strategy, which is called as the pbest strategy, is adopted. In the strategy, a base vector is selected from top \( p \) ranking individuals, where the rank of the base vector is in \([1, pN]\). Also, the initial scaling factor \( F_0 \) is decreased by 0.1 in order to converge search points to a valley fast. If current landscape is not unimodal, the rand strategy is adopted. In order to generate a crossover rate \( CR \), the base rate \( CR_0 \) is perturbed by less than a small value 0.1 randomly.

2) Continuous generation model [13] is adopted. Usually discrete generation model is adopted in DE and when the child is better than the parent, the child survives in the next generation. In this study, when the child is better than the parent, the parent is immediately replaced by the child. It is thought that the continuous generation model improves efficiency because the model can use newer information than the discrete model.

3) Reflecting back out-of-bound solutions [14] is adopted. In order to keep bound constraints, an operation to move a point outside of the search space \( S \) into the inside of \( S \) is required. There are some ways to realize the movement: generating solutions again, cutting off the solutions on the boundary, and reflecting points back to the inside of the boundary [15]. In this study, reflecting back is used:

\[
x_{ij} = \begin{cases} 
I_i + (I_i - x_{ij}) - \frac{x_{ij} - u_i}{u_{ij} - u_i} & (x_{ij} < u_i) \\
I_i - (x_{ij} - u_i) + \frac{x_{ij} - u_i}{u_{ij} - u_i} & (x_{ij} > u_i) \\
x_{ij} & \text{(otherwise)}
\end{cases}
\] (15)

where \( |z| \) is the maximum integer smaller than or equal to \( z \). This operation is applied when a new point is
generated by DE operations.

V. SOLVING OPTIMIZATION PROBLEMS

In this paper, well-known thirteen benchmark problems are solved.

A. Test Problems and Experimental Conditions

The 13 scalable benchmark functions are shown in Table I [11]. All functions have an optimal value 0. Some characteristics are briefly summarized as follows: Functions $f_1$ to $f_4$ are continuous unimodal functions. The function $f_5$ is Rosenbrock function which is unimodal for 2- and 3-dimensions but may have multiple minima in high dimension cases [16]. The function $f_6$ is a discontinuous step function, and $f_7$ is a noisy quartic function. Functions $f_6$ to $f_{13}$ are multimodal functions and the number of their local minima increases exponentially with the problem dimension [17].

TABLE I

<table>
<thead>
<tr>
<th>Test functions</th>
<th>Bound constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1(x) = \sum_{i=1}^{D} x_i^2$</td>
<td>$[-100, 100]^D$</td>
</tr>
<tr>
<td>$f_2(x) = \sum_{i=1}^{D}</td>
<td>x_i</td>
</tr>
<tr>
<td>$f_3(x) = \sum_{i=1}^{D} (\sum_{j=1}^{D} x_j)^2$</td>
<td>$[-100, 100]^D$</td>
</tr>
<tr>
<td>$f_4(x) = \max_{i}(</td>
<td>x_i</td>
</tr>
<tr>
<td>$f_5(x) = \sum_{i=1}^{D-1} [100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2]$</td>
<td>$[-30, 30]^D$</td>
</tr>
<tr>
<td>$f_6(x) = \sum_{i=1}^{D}</td>
<td>x_i + 0.5</td>
</tr>
<tr>
<td>$f_7(x) = \sum_{i=1}^{D} i x_i^2 + \text{rand}[0,1]$</td>
<td>$[-1.28, 1.28]^D$</td>
</tr>
<tr>
<td>$f_8(x) = \sum_{i=1}^{D} -x_i \sin(\sqrt{</td>
<td>x_i</td>
</tr>
<tr>
<td>$f_9(x) = \sum_{i=1}^{D} x_i^2 - 10 \cos(2\pi x_i) + 10$</td>
<td>$[-5.12, 5.12]^D$</td>
</tr>
<tr>
<td>$f_{10}(x) = -20 \exp\left(-0.2 \sqrt{\frac{1}{D} \sum_{i=1}^{D} x_i^2}\right)$</td>
<td>$[-32.0, 32.0]^D$</td>
</tr>
<tr>
<td>$f_{11}(x) = \frac{1}{3000} \sum_{i=1}^{D} x_i^2 - \prod_{i=1}^{D} \cos\left(\frac{x_i}{\sqrt{\pi}}\right) + 1$</td>
<td>$[-600, 600]^D$</td>
</tr>
<tr>
<td>$f_{12}(x) = \frac{1}{50} \left[10 \sin^2(\pi y_1) + \sum_{i=1}^{D-1} y_i^2 \right] + \sum_{i=1}^{D} \left[1 + \sin^2(\pi y_{i+1})\right] \left(y_i - 1\right)^2 + \sum_{i=1}^{D} w(x_i, 10, 100, 4)$ where $y_i = 1 + \frac{1}{4} (x_i + 1)$ and $u(x_i, a, k, m) = \begin{cases} k(x_i - a)^m &amp; x_i &gt; a \ 0 &amp; -a \leq x_i \leq a \ k(-x_i - a)^m &amp; x_i &lt; -a \end{cases}$</td>
<td>$[-50, 50]^D$</td>
</tr>
<tr>
<td>$f_{13}(x) = 0.1 \left[\sin^2(3\pi x_1) + \sum_{i=1}^{D-1} (x_i - 1)^2 \right] + \left[1 + \sin^2(3\pi x_{i+1})\right] + \left[1 + \sin^2(2\pi x_D)\right] + \sum_{i=1}^{D} w(x_i, 5, 100, 4)$</td>
<td>$[-50, 50]^D$</td>
</tr>
</tbody>
</table>

Independent 50 runs are performed for 13 problems. The dimension of problems is 30 ($D=30$). Each run stops when the number of function evaluations (FEs) exceeds the maximum number of evaluations $F_{E_{\text{max}}}$.

B. Experimental Results on the Proposed Method

The control parameters for LMDE are as follows: The population size $N=50$, the initial scaling factor $F_0=0.7$, the base crossover rate $C_{R_0}=0.9$, the term of detecting landscape modality $T_{d}=20$, the number of sampling points is same as the population size or $M=N$, and the ratio of top-ranking ratio $p=0.2$. The parameter for standard DEs are as follows: The population size $N=50$, the scaling factor $F=0.7$ and the crossover rate $C_{R}=0.9$. These settings showed very good and stable performance in constrained optimization [19].

Table II shows the experimental results on LMDE and standard DEs, or DE/rand/1/exp and DE/rand/1/bin. The mean value and the standard deviation of best objective value in each run are shown for each function. The best result among algorithms is highlighted using bold face fonts. Apparently, LMDE found better solutions than standard DEs did in all problems. In standard DEs, DE/rand/1/exp found better solutions than DE/rand/1/bin did in all problems except for $f_7$.

Figures 6 to 16 show the change of best objective value found and the number of changes in $dir$ values of Eq. (13) over the number of FEs within 200,000 evaluations. Apparently, proposed method can find better objective values faster than the standard DEs in all problems. Also, the number of $dir$ changes is almost 1 in unimodal functions $f_1$ to $f_4$. 
for LMDE are taken from [11]. The control parameters are as follows: The population size $N=100$ for DEs, and $F=0.5$ and $CR=0.9$ for DE/rand/1/bin.

LMDE attained the best results among all methods in 7 problems $f_1$, $f_2$, $f_3$, $f_4$, $f_5$, $f_6$, and $f_7$. Also, LMDE attained

<table>
<thead>
<tr>
<th>$F_{max}$</th>
<th>LMDE</th>
<th>DE/rand/1/exp</th>
<th>DE/rand/1/bin</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>150,000</td>
<td>3.79591e-01 ± 4.837e-61</td>
<td>1.90493e-19 ± 1.198e-19</td>
</tr>
<tr>
<td>$f_2$</td>
<td>200,000</td>
<td>1.09424e-02 ± 9.846e-43</td>
<td>8.86812e-16 ± 3.194e-16</td>
</tr>
<tr>
<td>$f_3$</td>
<td>500,000</td>
<td>1.48640e-07 ± 6.230e-70</td>
<td>6.82357e-08 ± 3.063e-08</td>
</tr>
<tr>
<td>$f_4$</td>
<td>500,000</td>
<td>1.25030e-34 ± 9.342e-34</td>
<td>2.54598e-07 ± 6.255e-08</td>
</tr>
<tr>
<td>$f_5$</td>
<td>200,000</td>
<td>0.00000e+00 ± 0.000e+00</td>
<td>2.4522e-14 ± 2.976e-14</td>
</tr>
<tr>
<td>$f_6$</td>
<td>500,000</td>
<td>7.64000e-00 ± 3.974e-00</td>
<td>1.92612e+03 ± 3.381e+02</td>
</tr>
<tr>
<td>$f_7$</td>
<td>300,000</td>
<td>4.63046e-04 ± 2.336e-04</td>
<td>9.68155e-03 ± 2.274e-03</td>
</tr>
</tbody>
</table>

C. Comparison with Other Methods

Table III compares LMDE with other methods including JADE, jDE, SaDE, DE/rand/1/bin and PSO. Results except for LMDE are taken from [11]. The control parameters are as follows: The population size $N=100$ for DEs, and $F=0.5$ and $CR=0.9$ for DE/rand/1/bin.

LMDE attained the best results among all methods in 7 problems $f_1$, $f_2$, $f_3$, $f_4$, $f_5$, $f_6$, $f_7$, $f_8$, $f_9$, and $f_{10}$. Also, LMDE attained
the best final results in 2 problems $f_{10}$ and $f_{13}$. LMDE outperformed JADE without archive in 9 problems and in 2 problems for final results. LMDE outperformed JADE with archive in 7 problems and in 2 problems for final results. LMDE outperformed jDE, SaDE, DE/rand/1/bin and PSO in all problems. Thus, it is thought that LMDE is effective to various problems.

**VI. CONCLUSION**

Differential evolution is known as a simple, efficient and robust search algorithm that can solve nonlinear optimization problems. In this study, we proposed the landscape modality detection and LMDE algorithm to select a proper strategy and
to adjust control parameters. It was shown that LMDE can improve the search efficiency compared with standard DEs in all 13 problems. Also, it was shown that LMDE outperformed jDE, SaDE and PSO in all 13 problems, and JADE in 7 problems and 2 problems for final results. Thus, it is thought that LMDE is a very efficient optimization algorithm compared with other methods.

In the future, we will design more dynamic control of parameter values for LMDE.
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